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Purpose

* |Improve user experiences for Yioop’s wiki system

 Add emoji picker tool, Ul testing and advertisement credits redeem features to

Yioop
* |Improve recommendation system in Yioop using Hash2Vec embedding

 Extend Yioop’s recommendation system to recommend wiki resources



Background - Wiki Systems and Yioop

* Wiki systems are web applications that allow users to collaboratively manage

Information

» Popular wiki system - Wikipedia

* Yioop is an open source web application with features of search engine and

wiki system

* Developed by Dr. Chris Pollett since 2009 using PHP



https://en.wikipedia.org/wiki/Wikipedia
https://www.seekquarry.com
http://www.cs.sjsu.edu/~pollett/

Background - Groups and Threads in Yioop

* A group is collection of threads and wiki

pages

* A thread contains title and description

* Access rules for a group governs users

activities

v 9-%2|/Group0:Talk:Thread Demc

_ Thread Demo.
_root| This is the demo of a thread functionality in Yioop

Conment

- Blog - Privacy - Terms - ThisSiteBot - Developed at SeekQuarry -

(c) This Site - This Search Engine

v 9-2 My Groups

(=i <+ wfe )69

Groupo D (7 posts, 4 threads)

Last Post: Third Wiki Page Created!

498
Public (498 posts, 498 threads)

Last Post: %D8%A3%D8%B1%D8%A8%D8%B9%D9%85%D8%A7%D8%A6%D8%A9_%D8%A3%D8%B1%
D8%A8%D8%B9 Gla Sy dainal

Help D . (3011 posts, 3011 threads)

Last Post: Subsearches Wiki Sayfasini Olusturdu.

search D (0 posts, 0 threads)

Last Post:No Posts Yet

- Blog - Privacy - Terms - ThisSiteBot - Developed at SeekQuarry -

(c) This Site - This Search Engine



Background - Wiki pages and Resource

* Wiki page contains textual data and files called as resources

» Different types of wiki pages

¥ ?-[2Group0:Page List ? - [2/Group0:Wiki:Test

Page Name to Create or Find

Collection of wiki pages in a group A media list wiki page



Preliminary work - Emoji Picker Tool

* Yioop provides direct messaging feature

SMILEY & PEOPLE

* First version lacked support for emojis OOV YE
v

" . - 00 /ov: :_: :_: ":v:' @3 @
* Implemented emoiji picker tool UV

* Supports around 1500 emojis . oSS eSS e
v vV v w S W \W W

* No external code dependency 20 (3 (e D) 60 69 €3

* |Improved experience for direct

messaging




Preliminary work - Ul Testing

* User interface affects the experience

G321s B15s B114 @38 @10 Q66

while interacting with an application

* Yioop Ul testing mechanism was
outdated

* A new Ul testing project was created to

ensure correctness of Ul

* Developed using Selenium and Node.|s



Preliminary work - Credits Redeem

* Yioop supports keywords based advertisement

 Keyword advertisement bidding requires
Balance: 5000 credits

Credlts ‘Credit Transactions <+ Row 0 to 2 of 2 Show 50 +| 4
» Credits are purchased using credit / debit Redeem et
cards -

 Developed mechanism to convert unused

i Redeem;

credits back to real money o

0 'Thu, 28 Apr 2022 22:18:26 -0700
5000 Thu, 28 Apr 2022 22:27:25 -0700

o Stripe services were used for transferring

money to user bank account



Recommendation System

* A recommendation system retrieves information based on user profile
» User profile is created based on information consumed by user
 Amazon, Netflix, Twitter, etc have recommendation system
» QGreatly increases user experience
 Few types of recommender systems

» (Collaborative based

e Content based

* Hybrid



Yioop’s Recommendation System

* Yioop’s recommendation system recommends threads and groups
* (Content based recommender system

 Recommendation media job runs at regular interval to update

recommendations

Recommendations

Threads:

e Trang_Ph%C3%A2n_Lo%E1%BA%A1i Wiki Trang Tao Ra!
o Ki%E1%BB%83m_tra Ch%E1%BB%89 m%E1%BB%99t Trang Wiki Trang Tao Ral!

e Cho ph%C3%A9_%C4%91%E1%BB%83_thu_th%E1%BA%ADp_th%C3%B4ng_tin_trang_
Web Wiki Trang Tao Ra!




Yioop’s Recommendation System

* Leverages term frequency - inverse term frequency (TF - IDF) technique
 TF measure represent frequency of a term within a document

* |DF measure represent number of documents containing the term

if (t, d) = log (1 + freq (t, d))

. pr— N—
idf (1, D) = log ( count (d € D:t € d) .

TF and IDF equation [12]



Yioop’s Recommendation System

* TF-IDF applied on BoW created from titles and description of threads
 [F-IDF scores calculated for each user based on their history

» Users view history captured in ITEM_IMPRESSION table

* (Cosine similarity measured between users and threads TF-IDF

USER_ID ITEM_ID ITEM_TYPE VIEW_DATE

n Filter Filter Filter Filter
> A;B;
A-B i=1

IAB] = n__
> ALY B;
i=1 i=1

cosine similarity = S¢ (A, B) := cos(f) = 1670705619
1670705619
1670705619
1670705619
1670705621
1670705621

1670705621

W W NN WwWWwWNN

1

2
3
4
5
6
7
8

1670705621



Enhanced Yioop’s Recommendation System

» EXisting Yioop’s recommendation system required more time for processing

data

 TF-IDF technigue does not capture semantic meaning of words
 Recommendations generated were not accurate

* This project aims to enhance Yioop’s recommendation system

* Primarily Hash2Vec embedding technigue will be used to replace TF-IDF

* Further extend recommendation functionality for wiki resources



Word Embeddings

 Word embedding is process of assigning vector to a word
 Simple embedding like CBoW or skip-grams are inefficient

* Advanced embedding techniques like Glove or Word2Vec utilize neural

networks to compress CBoW embeddings to lower dimensions

* Neural networks require high end computing hardware, often taking longer

time to process

* None of the above techniques can be used for Yioop



Hash2Vec Word Embedding

 Hash2Vec technique leverages hashing operation to

calculate embeddings that can preserve semantic

hash
function hashes

meaning [8] 0

. . . . 3
* Hashing operation converts a word into a numerical 03

04
05

value

15

* The space complexity is O(nk), n = number of unique

words and k = size of embedding vector

* [he space complexity and processing time makes

Hash2Vec ideal for Yioop



Hash2Vec Implementation for Yioop

 Example

e thisis an text corpus

e k=2
Algorithm 1 HashoVec =
° Param eters Valu e used Parameters: n the embedding size, £ the context size, h hash function, & hash sign-

function and f aging function.
1: words < Dictionary()
2: for every word w in text do
« n=200

3: if w ¢ keys(words) then words|w] < Array(n)

for every context word cw with distance d do

¢ k — 5 weight < f(d)
: sign < &(cw)
° h — md5, E — CI‘CSZ : words|w][h(cw)] < words|w]|[h(cw)] + sign X weight

° f: (e—x)z, X = d/O'

Hash2Vec algorithm [8]



Hash2Vec Implement for Yioop

* Preprocessing of terms in title and description of threads is done
* Applying Hash2Vec technique produced vectors for each unique term

* Threads vector are calculated using vectors of terms in its title and

description

e V(T)=V(T1)+V(T2) + ... + V(TN)

e Threads vectors are normalized

3368

ID ITEM_TYPE VECTOR

2 vziKBM+EqQlY/TXvOTRmxeD8y1yvGIljCLvyKHUq4JXeC/...
2 vziM2541521/TX83)j+6/T8y2VnMPWjAvyKJd3cuNXa/...
3369 2 VvziINU2GRGcw/TX/HcOWKZj8y2bW/sqm/vyKJO0eTwOk6/...
® V(T) p— V(T) / ‘V(T)‘ 3370 2 vziNITolQv4/TX+LMKbukD8y2Y891iXOVyKJrAZG73G/...
3372 2 vzMVLPQzc/O/TX/5nFWiEz8y2dXNWK4ivyKJ8Wq+dRS/...
3373 2
2
2

* V(D] = sqrt(V(T) * V(T))

3375

VZINKA3SEMd8/TX+TZIukHz8y2ZR7s99XvyKJsS3tsZK]/...

vziNTgec2cw/TX/BBUfLNnD8y2bGj4fh4vyKJzdqJTHS/...

vZziMjZmaeGc/TX7Z0UmnEj8y2R3lylqqvyKJPIGYIDC/...



Hash2Vec Implement for Yioop

» Different from existing system, user profile

embedding vectors are calculated

 Embeddings of threads viewed by user are added

USER_ID ITEM_ID ITEM_TYPE SCORE

Filter Filter Filter Filter

and normalized

3516 -0.012321225221818

3233 0.011862890698645

3234 0.011990854943252

* Cosine similarities between user profile embeddings

3235 0.011699824674205

3236 0.011828947946366

3237 0.011834296149311

and threads embeddings are calculated

3238 0.011865462202601

2
2
2
2
2
2
2
2

1
1
1
1
1
1
1
1

o N O o B W N =

3239 0.011865892181212

* Groups recommendation are calculated using

embeddings of threads In it



Recommendation for Wiki Resources

 Recommendation functionality extended to

recommend wWiKI resources

* A resource has a name and an optional

description

* Apply Hash2Vec technigue on the

Below Zero.pdf
Modified: Mon, 07 Nov 2022 19:16:31 -0800. Size: 17.

d eSC ri pt i O n Of reSO u rces gq;‘c)si:g;;gn- Twelve-year-old Zak, who has an inoperable brain tumour, is with his sister an

#HH#Genre - Science Fiction, Childrens, Middle Grade,
#HtAuthor - Dan Smith,

—_—

 How to get descriptions for resources?

All Mv Rana ndf



Description Search Source

* Yioop provides functionality to configure search

SOUrces

» Search sources are used by media jobs to fetch

Information from web

e |ntroduced Description search source to fetch

description for resources

* Use XPath to fetch relevant information on given

website

Type: Description Source ¥

Name:

URL: https://www.imdb.com/find?q=

Language: |English =

Path Terms: TV Shows, video

Year/Rating | //ul[contains(@data -testid,'hero-title- :
bbbbb __metadata’')]/li/a
IIIII (.//div[contains(@data-testid,'hero-rating-

|nf° XPaths bar_aggregate-rating__score'))/span)[1
I . .

Item XPath //li[contains(@class, find-resul
Title XPath  //a[contains(@class,' pc-metad

Url XPath  //a[contains(@class,'ipc-metac

Test Values:




Description Update Media Job

 Developed DescriptionUpdate media job to

process description search sources

* |Implemented an efficient mechanism to track

resources without description

/|

I
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* Able to fetch descriptions using just the name

Processing 1 - TV Shows/Catch me if you can.mp4

*** Using search source IMDB to find description ***

Of resou rces Search Page URL - https://www.imdb.com/find?q=Catch%20me%201if%20you%s20@can

*** Processing item ***

* Selects the result with highest title match

URL: https://www.imdb.com/title/tt0264464/7ref_=fn_al_tt_1

Title Match Percentage: 60.8695652173913

score to fetch required details

*** Processing item ***

Title: catch me if you can

URL: https://www.imdb.com/title/tt0097029/7ref_=fn_al_tt_2

Title Match Percentage: 60.8695652173913



Extended Yioop’s Recommendation System

 Extended recommendation media job to

Page Resources:

apply Hash2Vec on fetched description of + The Stardust Tietpo

e Nettle & Bone.pdf
o Kaikeyi.pdf

resources

e Similar mechanism leveraged to keep track
of resources frequently viewed by users

and have descriptions

USER_ID GROUP_ID @ PAGE_ID RESOURCE_PATH SCORE TIMESTAMP | RESOURCE_ID
Filter Filter Filter Filter Filter Filter Filter
10 3510 /Users/admin/Desktop/CS298/yioop/work_directory/app/... 0.059151130484822 1670705810 9620
10 3510 /Users/admin/Desktop/CS298/yioop/work_directory/app/... 0.05242068775456 1670705810 21721

 Resources with top 3 scores are

10 3510 /Users/admin/Desktop/CS298/yioop/work_directory/app/... 0.066277429720664 1670705810 40566

10 3510 /Users/admin/Desktop/CS298/yioop/work_directory/app/... 0.046821552006818 1670705810 2153
10 3510 /Users/admin/Desktop/CS298/yioop/work_directory/app/... 0.058398633599215 1670705810 45640

1
1
1
1 10 3510 /Users/admin/Desktop/CS298/yioop/work_directory/app/... 0.060397784821666 1670705810 30022
1
1
1

recommended on home page

10 3510 /Users/admin/Desktop/CS298/yioop/work_directory/app/... 0.037390870194849 1670705810 2692




Experiments - Description Update Job

* Experiments conducted on 2 collections of resources

e First collection had total of 137 movies, TV shows and books released In
24 0 2

e Second collection had 78 TV shows dating as back as 1950

* Configured 2 description search sources for IMDb and Goodreads website

Correct Wrong Missing
Collection 1 130 None 43

Collection 2 45 33 None



Experiments - Resource recommendation

* Experiment was done on 137 resources in collection 1

e 5 test users were created

e 4 users Interacted with 15 resources each and fifth user did not interact with

any resource

* A profile label was attached to a user based on the resources interacted

* For example user interacting with only action movies is given Action profile

label



Experiments - Resource recommendation

Relevant Irrelevant

User Profile . . Accurac
Recommendations Recommendations y

1 Action 2 1 0.67

Science, Fiction,

2 History and 1 2 0.33
Romance
3 Drama 3 0 1

Thriller, Comedy,

Family, Anime 1 2 0.33

Total ! ) 0.58



Experiments - Threads and Groups Recommendation

* Experiments were conducted to compare accuracy of enhanced and existing

recommendation system
* Two instances of Yioop server installed on same machine
* 5 groups with 10 threads each were created on both instances
* Thread contained descriptions on 5 categories

o Software development

* Political affairs

e Sports

e Stock market

 Gaming



Experiments - Threads and Groups Recommendation

Group

Software
Development

Gaming

Political
affairs

Stock market

Sports

Profile

Mixed

Gaming /
Sports

Political /
Stock market

Software
development

Mixed



Experiments - Threads and Groups Recommendation

» 5 test users were created on both instances
* User was member of same group and viewed same 5 threads

 Recommendation job completed processing in 8 seconds on instance with

enhanced recommendation system

 Recommendation job took 24 seconds to finish processing on another

Instance with existing recommendation system

e Results summarized on next slide



Experiments - Threads and Groups Recommendation

User

Average

Enhanced
Recommendation System Recommendation System

Accuracy- Thread Accuracy - Thread

0.67

0.33

0.67

0.73

EXxisting

0.33

0.67

0.67

0.67

0.47

Enhanced
Recommendation
System Accuracy - Group

1

0.67

0.93

EXxisting
Recommendation System
Accuracy- Group

0.33

0.67

0.6



Conclusion

* |Implemented new features which contributed to improving user experiences

for Yioop

 Hash2Vec embedding techniqgue was studied and implemented for Yioop

recommendation system

 Enhanced recommendation system using Hash2Vec performs better than

existing recommendation system

* Extended recommendation system for wiki resources using novel approach

of extracting descriptions from web

* Processing time for recommendation job is decreased



Future work

* Multiple areas of future work building upon this project

* Description update job can be improved
 Compare results from multiple sources to select best match
* |ncorporate other information of resource to improve matching process

* A weight function can be designed to weight term embeddings while

calculating threads and resource embeddings

e |ntroduce mechanism to take feedback from user for recommendations
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